CSI 4103 / 5138: Great Algorithms Lecture 3
University of Ottawa, Fall 2024

You have collected data about some individuals and their mutual friendships. This is the canonical
example of a graph. Each person is a vertex, and edges represent friends. To begin making sense of this
data it helps to visualize it first. There is an infinite number of ways to visualize a graph. If we line up
the vertices in a grid this is what the data looks like:

What might we want to know about this graph? Societies tend to cluster into groups: Within each group
there are many friendships, and among groups there are considerably fewer. Can we identify these groups
from the data? They do not stand out in the grid. The reason is that grid embeddings are a poor
representation for pairwise relationships like friendships. Here is a much better embedding:

F1GURE 1: Clustering in a “friendship graph”.

The three clusters now stand out visually. It is apparent from the picture that there are many more
friendships within each group than there are between groups. The method that led to this representation is
called spectral decomposition. Geometric representations of data are useful not only for human visualization
but also for computer processing.

1 The geometry of data

A graph is nothing more and nothing less than a symmetric square matrix with zero-one entries (the
adjacency matrix). The rows and columns of this matrix are indexed by vertices and the entries indicate
edges. Here are the 2-path and the 5-cycle in matrix form:
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The diagonal entries are left unspecified. We will fill them in later. Every symmetric matrix, including
those of graphs, can be realized geometrically as a dot product of vectors. Namely, we can associate a



vector to every vertex so that entries in the matrix are the dot product of the corresponding vectors: edges
are represented by pairs of vectors with dot product one (vectors that are “close”) while non-edges are
represented by orthogonal pairs (vectors that are “far”). The geometric realizations of the 2-path and the
5-cycle are shown in Figure 2.

FIGURE 2: Geometric realizations of (a) the 2-path in the plane and (b) the 5-cycle in three
dimensions. Non-edges are represented by orthogonal pairs of vectors. Pairs corresponding
to edges have dot product one.

The 2-path has a two-dimensional geometric realization by dot products. In contrast, the 5-cycle
doesn’t. To obtain a faithful representation we have to enter the third dimension.

In general, any n-vertex graph has a geometric realization in at most n-dimensional space. For the
purpose of visualization and data processing, lower-dimensional embeddings are preferable. Unfortunately
most interesting graphs and matrices require all or almost all n dimensions to embed. To what extent can
these perfect embeddings be approximated in one, two, or a small number of dimensions?

To answer this question we need to formulate it in the language of algebra. Geometry is useful for
visualizing data and algorithms, but algebra is their “programming language”. What is the algebra behind
geometric realizations of graphs?

2 Eigenvalues and eigenvectors

An eigenvector v of square matrix S is a nonzero vector that, when multiplied by S, becomes a constant
multiple of itself: Sv = Av, with A being its corresponding eigenvalue. This equation is invariant under
scaling so we can insist that v should have unit length.

If S is symmetric then left and right multiplication produce the same result: Sv (as a column vec-
tor) equals viS (as a row vector). An important consequence is that eigenvectors associated to different
eigenvalues are orthogonal: If Sv = Av and Sw = uw, then

Av-w=vS-w=v-Sw=v-uw

so unless A = p, v - w must be zero: They are orthogonal. If A does equal u then every linear combination
of v and w is also an eigenvector with the same eigenvalue:

S(av 4+ bw) = aSv 4+ bSw = alv + bAw = A(av + bw).

Taken together, this tells us that the eigenvectors of a symmetric matrix break up into mutually orthogonal
subspaces, with each subspace labeled by a distinct eigenvalue.

This collection of subspaces with their corresponding eigenvector is called the spectrum of S. When all
the subspaces are one-dimensional, the spectrum can be uniquely described as a collection of eigenvector-
eigenvalue pairs—uniquely up to sign.



For example, the spectrum of the 2-path P, (assuming for now that there are zeros on the diagonal) is

1/2 1/v2 1/2
)\1:\/§,V1: 1/\@ )\QZO,VQZ 0 )\3:—\6,V3: —1/\/§ . (1)
1/2 -1/V2 1/2

In this example there are three orthogonal eigenvectors, exactly as many as there are dimensions. This is
not a coincidence:

Theorem 1. Fvery n X n symmetric matrixz S has an orthonormal basis of eigenvectors vi,...,Vy,.

This theorem is very important for the following reason. Every vector x can be written as a linear
combination of vi, vo, and vg, for example

1 1 1
1 —<1+>V1+0V2—|—<1—>V3.
1 V2 V2

The coefficients of x = (1, 1, 1) are nothing but the dot products x-vi = 14+1/v/2,x-vo = 0,x-v3 = 1—-1//2.
In general,
X =1Vl + asvo + - 4+ ap vy, where a1 = X -vi,a9 =X Va,....

Applying S to x now amounts to scaling down each coefficient by the corresponding eigenvalue:
SX = a1\ V1 + agAovy + - - - + ap A Vi (2)
For instance:

Py = (1+1/\/§)/\1V1 +0~)\2V2+(1— 1/\@))\3V3,

—_ =

which equals (1,2,1) as it should. The effect of applying a matrix in the eigenvector basis is simple to
describe: Each coefficient is scaled by the corresponding eigenvalue.

A geometric interpretation of (2) is that if we shift our “perspective” from the standard basis to the
eigenvector basis, then S looks like a diagonal matrix: It affects all basis directions independently, and
each is scaled by the corresponding eigenvalue. A shift between orthonormal bases is nothing but a high-
dimensional rotation. Geometric properties of vectors like norm, distance, and dot product are invariant
under such transformations.

This change of perspective illuminates the effects of the matrix-vector multiplication x — Sx. In
the eigenvector basis, this transformation scales the first coordinate by A, the second one by A9, and
so on. Therefore the maximum amount by which a vector x can grow is precisely equal to the largest
eigenvalue—in absolute value. This is the spectral norm ||S|| = maxyo||Sx||/||x|| we saw last week:

Theorem 2. The spectral norm of a symmertic matrix S equals the largest eigenvalue in absolute value.

For example, the spectral norm of P, (with zeros on the diagonal) is v/2. It is attained by x = vy, and
also by vs.

Theorem 2 tells us that to calculate the spectral norm of a matrix all we need to do is figure out its
eigenvalue of largest magnitude. How can we do that?



3 Power iteration

Algorithm PI (Power iteration)

Input: A symmetric matrix S.

1 Choose an initial vector x (of unit length).

2 Until two successive values of x are sufficiently close,

3 Replace x by Sx.

4 Normalize x to unit length.

5  Output the last x as the eigenvector and the last normalization factor as the spectral norm.

Here is a sample run on the algorithm on input [1 2} with initial vector x = (1,0):

2 1
step | 0 1 2 3 4 5 6

N (1] [.447] [.781] [.680] [.704] [.708] [.707]

0] [.894] |.625] [.733] [.710] |.706] |.707]

I\l 2.236 2.864 2984 2998 3.000 3.000

The run quickly converges to |A\| = 3,x = (1/v/2,1/v/2). Indeed, A\; = 3 is the dominant eigenvalue, and
vi = (1/v/2,1/4/2) is the corresponding eigenvector. The other pair is Ay = —1 and vo = (—1/v/2,1/v/2).

The reason power iteration works is formula (2) again. Initially, x has the form a3vy + agvs. After one
iteration it becomes a3 A\1vi + agAove. After two iterations direction v; is scaled by A; again, so x becomes
al)\%vl + OéQ)\%VQ normalized to unit length. After ¢ iterations, x is equal to

Xt = o Xivl + a2/\§V2 normalized to unit length.

The power of exponentials soon kicks in: As /\Z = 37 = 2187 is much bigger than )\5 =17 = 1, the vy-part
of x7 overwhelms its vo-part, provided that oy didn’t happen to be zero, or vanishingly small relative to
9.

The validity of the last assumption depends on our initial choice of x. If we were so unlucky that this
initial x had completely aligned with va, all the power iterations would have kept x orthogonal to v; and
prevented convergence to it. If there is some randomness involved in the choice of the initial x (for example
if it was sampled as a standard multivariate Gaussian) this possibility becomes unlikely.

In general, power iteration converges rapidly to a dominant eigenvector provided the matrix S exhibits a
gap in the magnitudes of its largest and its second largest eigenvalues. If A1, vy is the dominant eigenvalue-
eigenvector pair, after ¢ steps the projection of x on v; equals

1
VI (azfan)? (a/A)Z + -+ (an/a1)? - (/A1)

Xt * V1

3)

and x approaches vy at an exponential rate with base max;1|A;|/|A1]. (More generally, if the highest eigen-
value \; labels a multi-dimensional subspace of eigenvectors, x will eventually align with some eigenvector
in this subspace, with the choice of eigenvector depending on the initialization.)

The spectral norm estimate, on the other hand, does not depend on the spectral gap. It approaches
the spectral norm at a rate of at least ai/ t
Theorem 3. Assuming A1 is the largest eigenvalue in absolute value, the state x; of Power Iteration at
time t initialized with x satisfies ||Sx¢||/||x¢|| > |a1|"t| M|, where a; = x - v1.

The matrix P, (with zeros on the diagonal) fails to exhibit a spectral gap. Its eigenvalues \; and A3
are opposite in sign but equal in magnitude. Here is what happens when we run power iteration on it with
initialization (0.6,0.8,0):



step 0 1 2 3 4
.600] [.625] [.331] [.625] [.331]
X .800 .469 .883 469 .883
| 0 | [.625] [.331] [.625] @ |.331]
[A| 1.281 1.414 1.414 1.414
The value of |A| quickly converges to the spectral norm ||S|| = /2, but x keeps alternating between two

possibilities, neither of which is an eigenvector of S. The reason is that the initial x contains a mixture of v;
and vs. As the corresponding eigenvalues have the same magnitude but different sign, x keeps alternating
between the directions ayvi + agvs and a;vy — agvs.

These alternations can be avoided by a simple but useful trick: Shift the eigenvalues of S so that they
all become nonnegative. This can be accomplished by shifting all diagonal entries of S by the same amount.
To prevent negativity, the shift should be at least as large as the smallest (negative) eigenvalue of S.

In the case of P, its smallest eigenvalue is —/2. Shifting all diagonal entries by /2 produces the

matrix
V2 1 0
Po=|1 V2 1
0 1 V2

Its spectrum is derived from that of Py (1) with all its eigenvalues shifted by v/2:

1/2 1/v2 1/2
)\1:2\/§,V1: 1/\/§ )\2:\/§,V2: 0 )\3:O,V3: —1/\/5 .
1/2 -1/V2 1/2

Symmetric matrices with nonnegative eigenvalues like Py are very useful for data analysis and many other
things. We already saw them in Lecture 2 under a different name.

4 Spectral decomposition

Formula (2) was incredibly useful for understanding how a symmetric matrix S acts on vectors x. The
same formula gives an alternative representation of S itself: its spectral decomposition.

A symmetric matrix is nothing more than a diagonal matrix when viewed in the basis of its eigenvectors.
Here is an example decomposition of a diagonal matrix into very simple components:

o )= lo o] renfo ] =e o b en [ oo

In general, a diagonal matrix D with entries A1,..., A, can be decomposed as
D:Al'el®el+"'+>\n‘en®en7 (4)

where e; is the i-th elementary unit vector—which is the eigenvector of D associated to A;, and x ® y is
outer product—the matrix obtained by multiplying column vector x by row vector y.

Formula (4) is the spectral decomposition of a diagonal matrix. The same decomposition works for an
arbitrary symmetric matrix when e; is replaced by the corresponding eigenvector v;.

Spectral decomposition of a symmetric matrix:
S=M - VI®Vi+ -+ AV, V. (5)

You can verify that this formula is valid on all the examples so far, for instance
1 2] . [1/V2 ~1/V2
5 1= [ ve ava e [U0F) uve v
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Something miraculous happens when the negative eigenvalues disappear. For example, the spectral
decomposition of P} is

1/2 1/v2
MVi®vi+dva®vo=2V2- |1/vV2| [1/2 1/vV2 1/2]+v2-| 0 |[1/v2 0 —1/V2].
1/2 —1/V2

The A3 - v3 ® vs part is omitted because A3 equals zero. The eigenvalues can now be split equally among
the row and column vector. The first term can be refactored as

1/2 1/2 9—1/4
2V2-|1/v2| [1/2 1/v2 1/2] =234 [1/v2| 234 [1/2 1/v2 1/2] = | 2V4 | [27V/4 2ol/4 o1/,
1/2 1/2 9-1/4

and similarly, the second one as the outer product of (2_1/ 40,—271 4) with itself. As a whole, P} is the
sum of these two terms, which can be grouped as a product AT A of a matrix and its transpose:

ro—1/4 9-1/4
P2/: 21/4 X [2—1/4 21/4 2—1/4] + 0 . [2—1/4 0 _2—1/4]
9—1/4 _9—1/4
fo—1/4 —1/4
221/1 2 0/ o-1/4 9l/4  9-1/4
= i/t _g1/a 9—1/4 0 _9-1/4

The columns of A are precisely the vectors in the geometric realization P, from Figure 2. Here is an
important general consequence of these manipulations:

Theorem 4. S is symmetric with nonnegative eigenvalues if and only if S equals AT A for some A.
Matrices that have one of these equivalent properties are called positive semidefinite (PSD).

Proof. In the only if direction, starting with the spectral decomposition of S, we define A to be the matrix
with rows vV A1vi, vVA2va, -+, vVAnvn. Then AT A is the sum of outer products of the rows of S, which is
the spectral decomposition of S.

In the if direction, every matrix S of the form AT A is symmetric because its (4, j)-th entry is the dot
product of the ith and jth columns of A, which doesn’t change if we swap i and j. If \ is an eigenvalue AT A
with eigenvector v, then vI' AT Av = vI'Av = A||v||?>. On the other hand, v/ AT Av is the dot product of
Av with itself, so vI AT Av = ||Av||2. So A = ||Av||?/||v||?, which cannot be negative as it is a square. [J

The geometric realization of S can be read off from the columns of the matrix A. The entries of S are
precisely the dot products of the columns of A. Thus geometric realizations can be directly derived from
the spectral decomposition.

Just like we did for P», we can derive the geometric realization of the cycle C5 in Figure 2 (b) in the
same manner. The eigenvalues of Cj with zeros on the diagonal happen to be 2 once, (v/5 —1)/2 ~ 0.618
twice, and —(v/5 + 1)/2 ~ —1.618 twice. The eigenvector corresponding to 2 is (a scaling of the) all-once
vector. Setting the diagonal entries to (v/5+1)/2 zeroes out the two copies of the smallest eigenvalue, giving
a representation Cf = AT A for a matrix A with three rows and five columns. The geometric realization
given by the columns of A is thus a three-dimensional embedding.

The top row of A is a scaling of the all-ones vector. All its entries are equal. Thus all vectors in the
embedding have the same z-component. This happens whenever all vertices have the same degree, namely
the graph is reqular. As this part of the representation is not informative it is sensible to project it out.
What remains is the natural embedding of the 5-cycle in the plane:



5 Approximate embeddings

In the spectral decomposition of a generic graph G we wouldn’t expect significant coincidences among
its eigenvalues. The resulting geometric realization would therefore live in close to n dimensions. High-
dimensional representations are not very useful for data analysis. It is more convenient to pick a low-
dimensional one even if we have to settle for some imperfections. How should we go about this?

Picking the “best possible” low-dimensional representation L of PSD matrix S is an optimization
problem. Once we fix the dimension d, two natural quantities we could try to minimize are the spectral
norm ||.S — L||, or the sum of the squares of the entries of S — L. For both of these losses, the truncated
spectral representation is the answer!

Theorem 5. Assume S is PSD with spectral decomposition (5) and \y > -+- > X\, > 0. Among all d by n
matrices A, the spectral norm ||S — AT A|| and the sum of the squares of the entries of S — AT A are both
minimized when A is the matriz with rows v/ A1vi, ...,/ AqgVq-

Theorem 5 tells us that each successive term in the expansion (5) provides a finer approximation of S.
The first term A1vy ® vy gives crude information about S. For example, when S is a graph, v; measures
how “important” each vertex is, but doesn’t say much about how different vertices relate to one another.
When all vertices have the same degree as in a regular graph, we need to look at the next term Aovy ® va
to obtain information about their relative proximity. If we are not satisfied with this approximation, we
can then add in A\3v3 ® vs and so on. The price we have to pay for higher-quality approximations is that
the matrix becomes harder to visualize and process algorithmically.

In particular, the “best” three-dimensional embedding of a graph G is given by the columns of the
matrix A with rows v/A1vi, v Aave, vAszvs. If G is (almost) regular, vi won’t be informative as all of its
entries are (almost) the same. As we did for the 5-cycle, it is sensible to drop the first row and visualize
the remaining two-dimensional embedding. This is how the clustering in Figure 1 was produced.

For automated data processing, even one-dimensional embeddings can be useful. If we drop the y-
coordinate in Figure 1, the position of each vertex is determined by its value in the eigenvector vo associated
to the second largest eigenvalue:

position of vertex ¢ on the line = i-th entry in vs.



The three clusters no longer stand out but it is still easy to visually separate the one on the left from the
two on the right. One algorithmic approach for finding the division is to try all possible cuts that split the
vertices into Left and Right parts and choose the one that minimizes some loss.

A loss measure that stands out is cut density. This is the number of edges crossing between L and R
divided by the number of left vertices times the number of right vertices. As there are only n 4+ 1 cuts to
consider this can be algorithmically tractable if n is not too large. The resulting cut may not be the best
possible among all 2”1 possibilities, but Cheeger’s inequality guarantees that it cannot deviate too far
from it.!

6 Calculating the spectral decomposition

If you took a linear algebra class, chances are that you were taught to calculate spectral decompositions
like this: First, set up the characteristic equation det(S — AI) = 0, where det is the determinant and
I is the identity matrix. This is a polynomial equation of degree n in A, so it has n solutions counting
multiplicities. Solve for A to find the eigenvalues Ay, ..., A,. Then solve

Svi = )\ivi (6)

by Gaussian elimination for every 7 to recover all corresponding eigenvectors.

This textbook algorithm works well on 2 x 2 matrices and some special classes of larger matrices. The
main difficulty for it is that eigenvalues of general matrices are not algebraic. They cannot be calculated
using elementary arithmetic operations. We must resort to numerical approximations. If we do not know
A; exactly, however, system (6) has no nonzero solution and cannot be handled by Gaussian elimination.
We could try to look for approximate solutions, but overall this method is slow and sensitive to the buildup
of errors in the process.

Power iteration provides an alternative. It finds an excellent approximation of the largest in magnitude
eigenvalue A and its associated eigenvector v. We know that the other eigenvectors are orthogonal to
v, and that applying S to them preserves orthogonality to v. Once we know v, we can initialize power
iteration with any x that is orthogonal to v. We might expect that the output of power iteration should
then converge to a new eigenvalue-eigenvector pair A, v'. Does it?

I tested this strategy on matrix

2 1
HEL ™)

The first power iteration, initialized with (1,0), produced the pair A = 3.618, v ~ (.526,.851). I initialized
the second power iteration with x = (—.851,.526) which is orthogonal to v. This one took longer to settle,
but after 20 steps it stabilized around 3.618 and (.526,.851) again. What happened?

The strategy would have worked flawlessly if x was perfectly orthogonal to v. Perfection, however is
impossible to enforce because v is unavailable to us in infinite precision. It is therefore quite likely that
x retains some small component in the direction of v. This component will be amplified by the power
iteration eventually resulting in convergence to v again! It appears that we have not made any progress.

There is an effective solution to this problem: We should enforce orthogonality between x and v at
every step of power iteration, not only at initialization.

Orthogonalization

Let’s abstract the question. We are given a vector v of unit norm, and another vector x that is almost
orthogonal to it. How can we make it exactly orthogonal? This is high school geometry: We need to
project x onto v and subtract the projection from x:

x' =x—(x-v)v.

!Cheeger’s inequality applies to the Laplacian matrix representation of graphs. The Laplacian representation coincides
with our adjacency matrix representation when the graph is regular.


https://cs.uwaterloo.ca/~lapchi/cs860/notes/04-Cheeger.pdf
https://en.wikipedia.org/wiki/Laplacian_matrix

This x’ is indeed orthogonal to v: If we take the dot product of both sides by v we get
X v=x-v—(x-v)(v-v)=x-v—(x-v)l =0.

Gram-Schmidt orthogonalization is a generalization of this procedure to many dimensions. Its input is
a collection of vectors, say vi,va, vs. It transforms this collection into orthonormal v/, v5, v such that v}
is parallel to vy, v}, is spanned by vi and vs, and v} is spanned by vi, v, and vs.

Algorithm GS (Gram-Schmidt Orthogonalization)

Input: Vectors vi,...,v,.
1 For ¢ ranging from 1 to n:
2 Replace v; with v; — (v; - vi)vy — (Vi - va)ve — -+ — (Vi - Vi_1)Vi_1.
3 Normalize v; to unit length.
For example, running GS on input vi = (3,4),ve = (0,1) first normalizes vi to v| = (.6,.8),

then projects vy onto v{ to obtain (0,1) — .8 - (.6,.8) = (—.48,.36), and then normalizes this vector

by v.48% 4 .36% = .6 to v, = (—.8,.6).

Vi
-

V2 V2

/ g /
v, w2
\
N N
/

The steps can be reversed to obtain a formula for vi and va in terms of v| and v5: vi = 5v} and
vy = .8v) + .6v). In matrix form this says:

[V v ] _ [V, v’] |5 8 or 3 00_16 -8 [5 8
Lo 1200 6 4 1 8 —6] [0 6]
This is the QR decomposition of the matrix with columns vi up to v,,: It is the product of the orthogonal

matrix with columns v} up to v/, times an upper triangular matrix that describes the conversion between
the two sets of vectors.

Subspace iteration and the QR algorithm

Armed with orthogonalization we can now find all the eigenvalues of a symmetric matrix by interleaving
power iteration and orthogonalization steps.

Algorithm SI (Subspace iteration)
Input: A n X n symmetric matrix S.

1 Choose an initial orthonormal basis x1,- - , X;,.
2 Until x3,--- ,x, stabilize,
3 Replace x; by Sx; for all .
4 Orthogonalize x1, -+ ,x, using the GS algorithm.
The initial basis can be the standard one ey, ..., e,. Here is how the column vectors vi and vy evolve

throughout the execution on input (7):

10 EN —.894 —.447| 2 |=.707 —-707| 3 |—.6 —.8 4 —.585 —.832 A —.526 —.851
01 —.447 894 —.707 707 -8 —.6 —.832  .555 —.851 .526 |~



The iteration approximates the true eigenvectors up to three decimals in step 7. The eigenvalues can be
recovered by calculating the ratios ||Sv;||/[|v:||. In the examples these become \; ~ 3.618 and \g ~ 1.382
after 10 steps.

The ST algorithm can be sped up if we are only interested in the top k eigenvectors: the variables xx1
up to X, can simply be dropped, saving memory, the complexity of each iteration, and convergence time.

If we are interested in the eigenvalues only, there is a slick variant of subspace iteration called QR
iteration. QR iteration does not track xi,--- ,x, explicitly, but only the representation of S in this basis.
By an algebraic miracle that I don’t completely understand (project: compare the ST and QR algorithms),
every update of Subspace Iteration has the following equivalent effect on S:

Algorithm QR (QR iteration)

Input: A n X n symmetric matrix S.

1 Until the diagonal entries of S stabilize,

2 Calculate the QR decomposition of S.
3 Replace S with RQ.

Here is a sample run of QR iteration on the same input:

3 -1 AN 3.5 .5 2, 3.6 —.2 3 3.615 .077 4 3.618 —.029 5 3.618 .011
-1 2 b 1.5 -2 14 077 1.385 —.029 1.382 011 1.382

The diagonal closes in on the eigenvalues to three digits of precision in iteration 4. The off-diagonal entries
approach zero, as they should when S is viewed from the basis of its eigenvectors.

Theorem 6. Let X = (x1,...,%Xy,) and S be the states of SI and QR after t iterations, respectively. If
both are run on input So and ST is initialized with the standard basis, then S = X1 SoX.

Optional Proof. We will rely on two facts from matrix algebra: (1) Square matrices with orthonormal
columns, called orthogonal matrices, form a group: Their products are orthogonal and they are invertible
by their transpose, which is also an orthogonal matrix. (2) The QR decomposition is unique up to the sign
of the columns.

Armed with these properties we show that S = XTS5y X is an invariant for the simultaneous execution
of the two algorithms. Initially, X is the identity, S is Sp, so S equals X7 Sy X. Assuming S = X7 Sy X
before a transition, ST updates its state to X', where SoX has QR factorization X’R. Then the QR
decomposition of S = X7 Sy X must equal (X7 X’)R. The next state of QR iteration is

S = R(XTQX') = (RXT")X' = (XTS)) X' = XISy X' O

7 Spectral decomposition beyond graphs

Spectral decomposition as described so far applies not only to graphs but to any symmetric data set.
One example are word embeddings: these are representations of words by vectors so that “word distance”
corresponds to the dot product between vectors. Synonymous words are close, antonymous words are far,
and unrelated words are orthogonal. Low-dimensional projections might be helpful for detecting the topic
of a document or similarities between documents.

A more general form of spectral decomposition called singular value decomposition applies to asymmet-
ric and even non-square matrices A. The columns of A could represent data items. For example, in topic
modelling rows are labeled by words, columns are labeled by documents, and the matrix entries represent
the number of occurrences of a given word in the document. If the documents are a mixture arising from
a small number of sources, we would expect that documents coming from the same source should cluster
together. In such applications the matrices are enormous—there could be hundreds of thousands of docu-
ments and tens of thousands of words—while the number of sources d could be smaller by several orders
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https://en.wikipedia.org/wiki/Word_embedding
https://en.wikipedia.org/wiki/Topic_model
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of magnitude. Projecting to a subspace of dimension d or smaller often retains the data structure while
allowing for much faster processing.
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